1 Principal Component Analysis

In machine learning, the data we have are often very high-dimensional. There are a number of reasons why we might want to work with a lower-dimensional representation:

- Visualization (if we can get it down to 2 or 3 dimensions), e.g. for exploratory data analysis
- Reduce computational load
- Reduce noise

**Principal Component Analysis (PCA)** is an unsupervised dimensionality reduction technique. Given a matrix of data points, it finds one or more orthogonal directions that capture the largest amount of variance in the data. Intuitively, the directions with less variance contain less information and may be discarded without introducing too much error.

1.1 Projection

Let us first review the meaning of scalar projection of one vector onto another. If $v \in \mathbb{R}^d$ is a unit vector, i.e. $\|v\| = 1$, then the scalar projection of another vector $x \in \mathbb{R}^d$ onto $v$ is given by $x^\top v$. This quantity tells us roughly how much of the projected vector $x$ lies along the direction $v$. Why does this expression make sense? Recall the slightly more general formula which holds for vectors of any length:

$$x^\top v = \|x\|\|v\| \cos \theta$$

where $\theta$ is the angle between the vectors. In this case, since $\|v\| = 1$, the expression simplifies to $x^\top v = \|x\| \cos \theta$. But since cosine gives the ratio of the adjacent side (the projection we want to find) to the hypotenuse ($\|x\|$), this is exactly what we want:
1.2 The first principal component

Let \( X \in \mathbb{R}^{n \times d} \) be our matrix of data, where each row is a \( d \)-dimensional datapoint. These are to be thought of as i.i.d. samples from some random vector \( x \).

We will assume that the data points have mean zero; if this is not the case, we can make it so by subtracting the average of all the rows, \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \), from each row. The motivation for this is that we want to find directions of high variance within the data, and variance is defined relative to the mean of the data. If we did not zero-center the data, the directions found would be heavily influenced by where the data lie relative to the origin, rather than where they lie relative to the other data, which is more useful.

Since \( X \) is zero-mean, the sample variance of the datapoints’ projections onto a unit vector \( v \) is given by

\[
\frac{1}{n} \sum_{i=1}^{n} (x_i^\top v)^2 = \frac{1}{n} \|Xv\|^2 = \frac{1}{n} v^\top X^\top X v
\]

where \( v \) is constrained to have unit norm.

With this motivation, we define the first loading vector \( v_1 \) as the solution to the constrained optimization problem

\[
\max_v v^\top X^\top X v \quad \text{subject to} \quad v^\top v = 1
\]

Note that we have discarded the positive constant factor \( 1/n \) which does not affect the optimal value of \( v \).

To reduce this constrained optimization problem to an unconstrained one, we write down its Lagrangian:

\[
\mathcal{L}(v) = v^\top X^\top X v - \lambda (v^\top v - 1)
\]

First-order necessary conditions for optima imply that

\[
0 = \nabla \mathcal{L}(v_1) = 2X^\top X v_1 - 2\lambda v_1
\]

Hence \( X^\top X v_1 = \lambda v_1 \), i.e. \( v_1 \) is an eigenvector of \( X^\top X \) with eigenvalue \( \lambda \). Since we constrain \( v_1^\top v_1 = 1 \), the value of the objective is precisely

\[
v_1^\top X^\top X v_1 = v_1^\top (\lambda v_1) = \lambda v_1^\top v_1 = \lambda
\]

so the optimal value is \( \lambda = \lambda_{\text{max}}(X^\top X) \), which is achieved when \( v_1 \) is a unit eigenvector of \( X^\top X \) corresponding to its largest eigenvalue.

---

1 To make sense of the sample variance, recall that for any random variable \( Z \),

\[
\text{Var}(Z) = \mathbb{E}[(Z - \mathbb{E}[Z])^2]
\]

so if \( \mathbb{E}[Z] = 0 \) then \( \text{Var}(Z) = \mathbb{E}[Z^2] \). In practice we will not have the true random variable \( Z \), but rather i.i.d. observations \( z_1, \ldots, z_n \) of \( Z \). The expected value can then be approximated by a sample average, i.e.

\[
\mathbb{E}[Z^2] \approx \frac{1}{n} \sum_{i=1}^{n} z_i^2
\]

which is justified by the law of large numbers, which states that (under mild conditions) the sample average converges to the expected value as \( n \to \infty \). In our case the random variable \( Z \) is the principal component \( v^\top x \), and the i.i.d. observations are the projections of our datapoints, i.e. \( z_i = v^\top x_i \).
1.3 Finding more principal components

We have seen how to find the first loading vector, which is the unit vector that maximizes the variance of the projected data points. However, in most applications, we want to find more than one direction. We want the subsequent directions found to also be directions of high variance, but they ought to be orthogonal to the existing directions in order to minimize redundancy in the information captured. Thus we define the $k$th loading vector $v_k$ as the solution to the constrained optimization problem

$$
\max_v v^\top X^\top X v \quad \text{subject to} \quad v^\top v = 1
$$

$$
\forall i = 1, \ldots, k - 1, \quad v^\top v_i = 0
$$

We claim that $v_k$ is a unit eigenvector of $X^\top X$ corresponding to its $k$th largest eigenvalue.

**Proof.** By induction on $k$. We have already shown that the claim is true for the base case $k = 1$ (where there are no orthogonality constraints). Now assume that it is true for the first $k$ loading vectors $v_1, \ldots, v_k$, and consider the problem of finding $v_{k+1}$.

By the inductive hypothesis, we know that $v_1, \ldots, v_k$ are orthonormal eigenvectors of $X^\top X$. Denote the $i$th largest eigenvalue of $X^\top X$ by $\lambda_i$, noting that $X^\top X v_i = \lambda_i v_i$.

The Lagrangian of the objective function is

$$
\mathcal{L}(v) = v^\top X^\top X v - \lambda (v^\top v - 1) + \sum_{i=1}^k \eta_i v^\top v_i
$$

First-order necessary conditions for optima imply that

$$
0 = \nabla \mathcal{L}(v_{k+1}) = 2X^\top X v_{k+1} - 2\lambda v_{k+1} + \sum_{i=1}^k \eta_i v_i
$$

This implies that, if $v_{k+1}$ is orthogonal to $v_1, \ldots, v_k$ (as we constrain it to be), then

$$
0 = v_j^\top 0
$$

$$
= 2 v_j^\top X^\top X v_{k+1} - 2\lambda v_j^\top v_{k+1} + \sum_{i=1}^k \eta_i v_j^\top v_i
$$

$$
= 2 (X^\top X v_j)^\top v_{k+1} + \eta_j
$$

$$
= 2 (\lambda_j v_j)^\top v_{k+1} + \eta_j
$$

$$
= 2\lambda_j v_j^\top v_{k+1} + \eta_j
$$

$$
= \eta_j
$$

for all $j = 1, \ldots, k$.
Plugging these values back into the optimality equation above, we see that \( v_{k+1} \) must satisfy 
\[
X^\top X v_{k+1} = \lambda v_{k+1},
\]
i.e. \( v_{k+1} \) is an eigenvector of \( X^\top X \) with eigenvalue \( \lambda \). As before, the value of the objective function is then \( \lambda \). To maximize, we want the largest eigenvalue, but we must respect the constraints that \( v_{k+1} \) is orthogonal to \( v_1, \ldots, v_k \). Clearly if \( v_{k+1} \) is equal to any of these eigenvectors (up to sign), then one of these constraints will not be satisfied. Thus to maximize the expression, \( v_{k+1} \) should be a unit eigenvector of \( X^\top X \) corresponding to its \((k + 1)\)st largest eigenvalue. By the spectral theorem, we can always choose this vector in such a way that it is orthogonal to \( v_1, \ldots, v_k \), so we are done.

We have shown that the loading vectors are orthonormal eigenvectors of \( X^\top X \). In other words, they are right-singular vectors of \( X \), so they can all be found simultaneously by computing the SVD of \( X \).

### 1.4 Projecting onto the PCA coordinate system

Once we have computed the loading vectors, we can use them as a new coordinate system. The \( k \)th principal component of a datapoint \( x_i \in \mathbb{R}^d \) is defined as the scalar projection of \( x_i \) onto the \( k \)th loading vector \( v_k \), i.e. \( x_i^\top v_k \). We can compute all the principal components of all the datapoints at once using a matrix-matrix multiplication:

\[
Z_k = X V_k
\]

where \( V_k \in \mathbb{R}^{d \times k} \) is a matrix whose columns are the first \( k \) loading vectors \( v_1, \ldots, v_k \).

Below we plot the result of such a projection in the case \( d = k = 2 \):

![Figure 1: Left: data points; Right: PCA projection of data points](image)

Observe that the data are uncorrelated in the projected space. Also note that this example does not show the power of PCA since we have not reduced the dimensionality of the data at all – the plot is merely to show the PCA coordinate transformation.

Once we’ve computed the principal components, we can approximately reconstruct the original points by

\[
\tilde{X}_k = Z_k V_k^\top = X V_k V_k^\top
\]

The rows of \( \tilde{X}_k \) are the projections of the original rows of \( X \) onto the subspace spanned by the loading vectors.
1.5 Other derivations of PCA

We have given the most common derivation of PCA above, but it turns out that there are other equivalent ways to arrive at the same formulation. These give us helpful additional perspectives on what PCA is doing.

1.6 Gaussian assumption

Let us assume that the data are generated by a multivariate Gaussian distribution:

\[ x_i \overset{iid}{\sim} N(\mu, \Sigma) \]

Then the maximum likelihood estimate of the covariance matrix \( \Sigma \) is

\[ \hat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^T = \frac{1}{n} X^T X \]

where \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) is the sample average, and the matrix \( X \) is assumed to be zero-mean as before. The eigenvectors of \( \hat{\Sigma} \) and \( X^T X \) are the same since they are positive scalar multiples of each other.

The direction of largest variance (i.e. the first principal component) is the eigenvector corresponding to the smallest eigenvalue of \( \Sigma^{-1} \), which is the largest eigenvalue of \( \Sigma \). We do not know \( \Sigma \) in general, so we use \( \hat{\Sigma} \) in its place. Thus the principal component is an eigenvector corresponding to the largest eigenvalue of \( \hat{\Sigma} \). As mentioned earlier, this matrix has the same eigenvalues and eigenvectors as \( X^T X \), so we arrive at the same solution.

1.7 Minimizing reconstruction error

Recall that ordinary least squares minimizes the vertical distance between the fitted line and the data points. We show that PCA can be interpreted as minimizing the perpendicular distance between the principal component subspace and the data points.

The orthogonal projection of a vector \( x \) onto the subspace spanned by a unit vector \( v \) equals \( v \) scaled by the scalar projection of \( x \) onto \( v \):

\[ P_v x = (x^T v)v \]

Suppose we want to minimize the total reconstruction error:

\[ \sum_{i=1}^{n} \|x_i - P_v x_i\|^2 \]

For any \( x \in \mathbb{R}^d \), we know \( x - P_v x \perp P_v x \), so the Pythagorean Theorem tells us that

\[ \|x - P_v x\|^2 + \|P_v x\|^2 = \|x\|^2 \]
Thus

\[
\sum_{i=1}^{n} \|x_i - P_v x_i\|^2 = \sum_{i=1}^{n} (\|x_i\|^2 - \|P_v x_i\|^2) \\
= \sum_{i=1}^{n} \|x_i\|^2 - \sum_{i=1}^{n} \|(x_i^\top v)^\top v\|^2 \\
= \sum_{i=1}^{n} \|x_i\|^2 - \sum_{i=1}^{n} (x_i^\top v)^2
\]

Then since the first term \(\sum_{i=1}^{n} \|x_i\|^2\) is constant with respect to \(v\), minimizing reconstruction error is equivalent to maximizing \(\sum_{i=1}^{n} (x_i^\top v)^2\), which is (up to an irrelevant positive constant factor \(1/n\)) the projected variance.

Another way to write this interpretation is that the reconstructed matrix \(\tilde{X}_k\) is the best rank-\(k\) approximation to \(X\) in the Frobenius norm. To see this, first note that

\[
\tilde{X}_k = X V_k V_k^\top = \sum_{i=1}^{d} \sigma_i u_i v_i^\top V_k V_k^\top
\]

By orthonormality, the product \(v_i^\top V_k\) results in a \(k\)-dimensional row vector with 1 in the \(i\)th place and 0 everywhere else, i.e. \(e_i^\top\), as long as \(i \leq k\). In this case,

\[
v_i^\top V_k V_k^\top = e_i^\top V_k^\top = (V_k e_i)^\top = v_i^\top
\]

If \(i > k\), \(v_i^\top V_k = 0^\top\), so the term disappears. Therefore we see that

\[
\tilde{X}_k = \sum_{i=1}^{d} \sigma_i u_i v_i^\top V_k V_k^\top = \sum_{i=1}^{k} \sigma_i u_i v_i^\top
\]

which is the best rank-\(k\) approximation to \(X\) by the Eckart-Young theorem.