
Classification

• Output is not a real number, but a label e.g. 
for an email, spam or not-spam

• Sometimes the label is binary, but it could be 
from a finite set e.g. {dog, cat, horse, rabbit}



Given x, what should we guess for y 

x might be blood cholesterol and y=1 if healthy, -1 if heart disease



Use Bayes Rule



Posterior probabilities



Depends on the loss function!

• Yes, if the goal is to minimize the probability of 
misclassification



Three ways of building classifiers

• Generative

• Discriminative

• Find decision boundaries



Logistic Regression

• Logistic Regression is a classification method 
(the output is binary, not a real number)

• We model the posterior probability by a 
logistic function whose argument is a linear 
function of the features + a bias term

• We can justify this choice in multiple ways
• Logistic regression can be extended to K 

classes, and is a building block for 
understanding neural networks.



Posterior probability for Gaussian 
class-conditional densities

• (important)We assume that the variances are 
the same for the different classes

• We do the calculation for 1D feature vectors 
initially; later we will see that the d-
dimensional case works out quite similarly

• We will find that the posterior probability is a 
logistic function of 



Proof that the posterior is a logistic(1)



Proof that the posterior is a logistic(2)



Proof that the posterior is a logistic(3)



Graph of the logistic function



The posterior is logistic for multivariate Gaussians (1)



The posterior is logistic for multivariate Gaussians (2)



A heuristic argument for the logistic



Neural networks can be modeled by logistics



Modeling the probability distribution



Maximum Likelihood Estimation



Next, we compute the gradient of the 
log-likelihood



Derivative of a logistic function



Derivative of a logistic (contd.)





Stochastic Gradient Descent


